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Abstract. The wide use of Artificial Intelligence (AI) has immediate business 
benefits for an organization and its stakeholders through efficiency gains, greater 
repeatability, and new business models; but the potential exists for unintended 
ethical consequences. Enterprise Risk Management systems focus on maximiz-
ing business value by balancing opportunities and risks. AI system solutions 
(AISS) elevate risks because of their rapid and unexpected emergent behaviors, 
as well as their tight integration with the human user and the environment. They 
are complex socio-technical solutions. This research proposes a unique enhance-
ment to Enterprise Risk Management frameworks focused on the management of 
ethical risks presented by advanced AISS in a dynamic, pro-ethical, and respon-
sible way; for the benefit of all stakeholders. 

Keywords: Design Science Research, Ethical AI, AI Principles, Enterprise 
Risk Management. 

1 Introduction 

The effective use of Artificial Intelligence (AI) technologies and systems generates im-
mediate business benefits for an organization and its stakeholders through efficiency 
gains, greater repeatability, and new business models [1]. But the potential exists for 
unintended ethical consequences resulting in business and stakeholder harm, like those 
recorded in the various AI incident databases.1 Some examples are the use of recruit-
ment management systems used by many businesses to scan high numbers of candidate 
applications that would otherwise take many hours of work by human recruiters. How-
ever, viable candidates may be excluded because their resumes do not match certain 
criteria used by the algorithm [2]. Another example relates to the use of an AI system 
by a large online retailer to automatically manage and fire its gig-style workers.2 While 
this use of AI is efficient for the business, the unintended consequences of workers 

 
1 For example, the “AI Incident Database” (https://incidentdatabase.ai/), the “AIAAIC - AI, 

Algorithmic and Automation Incidents & Controversies” repository (https://www.ai-
aaic.org/home), and the “AI Global” dataset (https://map.ai-global.org/). 

2  https://www.aiaaic.org/aiaaic-repository/ai-and-algorithmic-incidents-
and-controversies/amazon-flex-algorithm-delivery-driver-firings 

mailto:qmcgrath@usf.edu
mailto:ahevner@usf.edu
https://www.aiaaic.org/aiaaic-repository/ai-and-algorithmic-incidents-and-controversies/
https://www.aiaaic.org/aiaaic-repository/ai-and-algorithmic-incidents-and-controversies/
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being terminated by an algorithm with little human intervention or chance for appeal 
has a negative impact on the business and its stakeholders. 

Ethics is the lens through which the rightness and wrongness of decisions and busi-
ness practices are evaluated. So, for long-term benefit, the development of AI System 
Solutions (AISS) should be guided by ethical thinking to ensure the greatest positive 
benefit and the least possible harm to the business and its stakeholders [3]. Deviating 
from what is generally considered right results in an ethical risk. This balancing act is 
common for business leaders who must assess opportunities and their associated risks 
using Enterprise Risk Management (ERM) frameworks [4, 5]. ERMs maximize busi-
ness value by assessing the probability of the occurrence of a positive or negative event 
and managing its anticipated impacts. For the business leader, AISS are complex, add-
ing new risks and opportunities. This is not only because of AI’s complexity (e.g., self-
learning potential, intelligent capabilities, and inscrutability) but also because of its 
emergent behaviors and tighter integration with human users in a socio-technical sys-
tem. Because of this complexity and the dynamic, emergent behavior of AISS, we con-
tend that a more nuanced ERM framework with a pro-ethical focus is sorely needed.  

This research in progress paper proposes the dynamic management of AISS-related 
AI Ethical Risks to enhance an organization’s risk posture. An iterative Design Science 
Research (DSR) approach will be used with the research objective “to build an en-
hanced Enterprise Risk Management (e-ERM) which has the goal of maximizing busi-
ness and stakeholder benefit through effectively managing the AI Ethical Risks pre-
sented by advanced AISS.” 

2 Background 

There is a growing body of research on the link between process design to differing 
desired outcomes [6, 7]. In addition, we draw from research on the power of information 
systems to support sustainable goals [8] and apply it to the achievement of ethical busi-
ness practices. In particular, Shneiderman’s 15 recommendations and levels of AI gov-
ernance [9] are relevant to our thinking. Our research builds on this body of research to 
contribute to the nascent thinking on ERM frameworks for complex, cognitive AI so-
lutions as briefly discussed here. 

2.1 Constructs 

The main constructs for this research work are risks and risk management, ethics and 
ethical risks, and the impact of AI on these constructs in the context of Enterprise Risk 
Management. 

Risk and Risk Management. Risk Management is a process that considers risks and 
opportunities associated with an action and seeks to define the likelihood and impact of 
each. The aim is to define those actions that have the greatest likelihood of occurrence, 
achieving the greatest potential benefit with the least potential harm. Enterprise Risk 
Management (ERM) applies this concept to the enterprise as a whole to maximize 
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business value, which we contend, includes value to all stakeholders, by considering 
business opportunities and their associated risks. Steinberg et al. defines ERM as fol-
lows: 

Enterprise risk management is a process, effected by an entity’s board of direc-
tors, management and other personnel, applied in strategy setting and across the 
enterprise, designed to identify potential events that may affect the entity, and 
manage risk to be within its risk appetite, to provide reasonable assurance regard-
ing the achievement of entity objectives.[10]  

Risk categories associated with ERM are organization-dependent, but broadly they are 
categorized into financial, operational, strategic and compliance risks [10, 11]. Others 
[e.g., 12] add reputational risk to the list.  

Ethics and Ethical Risk. The field of ethics can be described as consisting of three 
areas, (1) meta-ethics, which considers universal moral truths and the nature of right, 
(2) normative ethical theories relating to the principles and standards that are used to 
judge right from wrong, and (3) applied ethics, which are codes of ethics that are ap-
plied to solving ethical dilemmas [13, 14]. Ethical risks are the unexpected negative 
consequences that arise from actions that are not aligned with an organization’s codes 
of ethics. Francis states that “ethical risk is to be seen as a part of overall risk manage-
ment” and that “managing ethical risk is an important aspect of managing risk in gen-
eral” [15]. Thus, we hold that ethical risk is an additional ERM risk category. 

The Impact of AI. There are many definitions of Artificial Intelligence and Ruehle 
[16] summarizes a number of them. As a working definition for this research, we define 
AI as the ability for an algorithm to perform tasks commonly associated with intelligent 
beings. Our focus is further on the cognitive abilities of AI which Sheth et al. describe 
as “ability to simulate human thought process in a computerized model” [17] resulting 
in ‘cognitive services’ which are the AI capabilities related to language, speech, vision, 
knowledge, decision support, and search [17, 18]. Wirtz, Weyerer, and Kehl [19] in 
defining an integrative framework for the governance of AI, identify six dimensions of 
AI Risks based on their literature review. These are “(1) technological, data, and ana-
lytical (2) informational and communicational, (3) economic, (4) social, (5) ethical, as 
well as (6) legal and regulatory AI risks.” Our research focuses on the dimension of 
Ethical AI Risks. 

As stated above, ethics is the lens through which the rightness and wrongness of 
business decisions and practices are evaluated. When the use of AI capabilities is con-
sidered in the light of ethical theory it is possible to derive a set of principles, called ‘AI 
Ethical Principles,’ which can guide the design, development, and use of AI by a busi-
ness. This research adopts the AI Ethical Principles summarized by Floridi and Cowls 
[20] of autonomy, beneficence, non-maleficence, justice, and explainability to establish 
an organizational AI Ethical foundation. Built on these principles are practical guidance 
for the design, development, and use of AI system solutions that incorporate pro-ethical 
business practices into the organization.  
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AI Ethical Risks are the unexpected negative consequences of design, development, 
and operational actions relating to AISS, where these actions are not in line with an 
organization’s agreed-to AI Ethical Principles or Practices. They therefore create risk 
for the organization that needs to be managed. We relate Wirtz et al’s [19] Ethical AI 
Risks to our AI Ethical Principles, e.g., from their Table 1 “AI solutions may cause 
harm to humans” relates to the non-maleficence principle, and “AI cannot reflect hu-
man values (e.g., fairness and accountability)” relates to the justice principle. They go 
on to define Ethical AI Guidelines, which correspond to our AI Ethical Practices. These 
AI Ethical Risks are incorporated, along with the other Enterprise risks, into the pro-
posed enhanced ERM framework described next. 

3 The Enhanced ERM Framework 

An Enterprise Risk Management framework identifies the negative effects of risk and 
manages opportunities and their positive potential [4]. While many ERM models dis-
cuss and include opportunities along with risks, the management of opportunities is 
often not addressed in execution frameworks [21, 22]. To make the most of the ad-
vanced AI capabilities, both the opportunities and the underlying risks need to be con-
sidered.  

The first improvement proposed for the e-ERM relates to the nature of AISS being 
a socio-technical system consisting of the AI technologies, the humans using the tech-
nology, and the interaction between them. As a result, the e-ERM framework needs to 
account for both technical and social aspects. Second, because of the potential rapidly 
changing nature of AISS (e.g., through machine learning), along with the unpredictable 
changes in the social environment (e.g., the public pressures surrounding the use of AI), 
the e-ERM framework must be agile, dynamic, and responsive. 

In conceptualizing the e-ERM (see Fig. 1), of the many ERM frameworks, the ISO 
31000:2018 Risk Management Process [21] and the NIST conceptual AI Risk Manage-
ment Framework [23] are considered the most applicable. The NIST model recognizes 
the need for integration of risk management into the AISS lifecycle (i.e., pre-design, 
design and development, test and evaluation, and deployment). The proposed e-ERM 
framework, like the NIST model, is grounded in the context of the pro-ethical AISS 
Development Lifecycle. It focuses first on identifying the risks and opportunities within 
the scope and context of the planned solution. Second, the e-ERM framework uses a 
structured tool to assess risks and opportunities. It then guides the actions in response 
to risks and opportunities. The actions are selected from a “Risk Reference Database” 
that links AI capabilities and applications to emerging ethical best practices, which 
guide the implementation of the AISS.  

Because of the shifting nature of the AISS and its environment, the e-ERM frame-
work needs to dynamically respond to changes. This “dynamic e-ERM engine” is 
unique and not explicitly incorporated in other frameworks. The underlying governance 
structures provide the organization and processes necessary for effective risk manage-
ment. Each of these phases is described in more detail below. 
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Fig. 1. The e-ERM Framework 

3.1 Phase 1: Identify  

The first phase defines identifies the business risks and opportunities related to the 
AISS and its environment. The focus is therefore on the socio-technical aspects of the 
AISS, the envelope within which it operates, and the AI Ethical Principles that will be 
used to guide the identification of the AI related ethical risks.  
• The AISS as a Socio-Technical System. Asatiani et al. [24] point out that, because of 

the growth in AI’s capabilities, focus has shifted from considering only the technical 
aspects of an AISS to incorporating the social component. The proposed e-ERM 
framework sees an AISS as a socio-technical system composed of (a) machine as-
pects (e.g., the algorithm and data), (b) human actors (e.g., the business goals and 
decisions associated with the system), and (c) the interaction between the machine, 
the human, and the associated controls that integrate the two. 

• Envelopment. Because of the breadth of the risks and opportunities of AISS there is 
a need to establish operational boundaries. Nagbøl et al. [25] recommend a bounding 
approach called “envelopment,” based on Robbins [26], for their AI risk assessment 
tool. In this way, defining what an AISS may and may not do. We use this same 
envelopment approach to constrain the socio-technical AISS and limit its scope to be 
within a defined set of the business’ goals, system objectives, and stakeholders. 

• AI Ethical Principles. This study uses a broad perspective on ethics, considering both 
not doing the wrong things but also encouraging right actions. When the use of AI is 
considered in the light of ethical theory, it is possible to derive a set of principles, 
called AI Ethical Principles which help to frame the risks in the e-ERM framework. 
The number of sources, analyses, and comparisons of these AI Ethical Principles is 
growing. Many, like Canca [27], apply the bioethical principles of autonomy, benef-
icence, non-maleficence, and justice to AI ethics. NIST provides a different perspec-
tive in its draft taxonomy of AI risks [28]. They distinguish between “categories” and 
“principles” with the categories relating to the technical design and socio-technical 
attributes, while their guiding (bioethical) principles contribute to AISS 
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trustworthiness. In a similar way we apply the bioethical principles as a foundation 
across the AISS lifecycle. We define human aspects as the ethical principles and risk 
of the human part of the socio-technical system, like business goals and fairness. The 
machine aspects are the ethical principles and risks implemented in the algorithms 
and data of an AISS. The interaction aspects focus on the risks relating to the AI 
Ethical Principles of accuracy and reliability of the solution, its transparency, and 
explainability. 

3.2 Phase 2: Assess 

As part of the assessment phase of the e-ERM framework, a risk assessment tool is 
planned. This tool identifies, analyzes, and evaluates risks and opportunities to aid de-
cision-making relating to the socio-technical AISS. An example of such a tool is Nagbøl 
et al.’s [25] Artificial Intelligence Risk Assessment (AIRA) tool. The AIRA consists of 
three modules that target specific groups to allow for an efficient risk assessment. The 
first module considers business needs for the AISS. The second focuses on the technical 
details of the system. The final module is a synthesis of the outputs of the previous 
modules balancing the AISS’s business and technical aspects.  

The outputs from our assessment phase are a clearly defined AISS system, with its 
context, AI capabilities, and objectives, along with a prioritized list of risks and oppor-
tunities that should be acted upon in the next phase. Most important here are the ethical 
risks associated with the three elements of the socio-technical AISS. This assessment 
phase provides a static or point-in-time assessment of the planned AISS and is based 
on known risks. Because of the changing nature of the AISS and its environment, con-
tinual reassessment will be needed (see below.) 

3.3 Phase 3: Act 

With the output from the previous phase, we can enter the next phase where the appro-
priate action for each of the risks can be determined, e.g., avoid, mitigate, share, trans-
fer, or accept the risks [4]. To enable focused action, we will create a “Risk Reference 
Database” (RRD). This is based on the analysis of publicly available AI incident data-
bases combined with input on what are considered best practices from subject matter 
experts. This RRD uses the output from the assessment phase, including AI capabilities, 
the AISS context and its goals, and the prioritized ethical risks to identify which AI 
Ethical Principles to focus on and then identifies which emerging AI ethical best prac-
tice strategies are most relevant. These strategies guide the designers and developers to 
implement and improve the AISS. 

3.4 Dynamic e-ERM Engine  

To be effective, the e-ERM framework must be dynamic and adaptable. This is because 
of the changing nature of the AISS and its operating environment. Effective monitoring 
of the operation of the AISS is necessary, enabling identification of emerging risks in 
both direct and indirect environments. Manual and AI agent-based tracking is needed 
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to register changes in system behaviors (e.g., becoming biased, privacy exposures, and 
lower reliability). From a direct environment perspective, active operational monitoring 
will be needed to identify any changes in outcomes (e.g., failures due to unforeseen 
inputs, exploitation of vulnerabilities, and activities of adversaries). Also, sensing of 
the users’ sentiments will be monitored. In terms of the broader environment, new AI 
incidents will be analyzed for new insights into the evolving ethical expectations of the 
AISS users. The evolution of cultural perspectives on ethics will also be monitored. 

 
Fig. 2. The Dynamic e-ERM Engine 

This continuous monitoring and sensing will trigger dynamic risk alerts to initiate a 
review and, if necessary, an in-depth assessment phase. Based on the assessment, an 
action phase could be executed to update the RRD with the latest context, associated 
risks, related AI Ethical Principles, and emerging best practices. It could also initiate 
changes to redesign and improve elements of the AISS application. These together form 
the Dynamic e-ERM engine. 

4 Discussion and Further Work 

The e-ERM framework is based on our experiences with AISS and the extant literature, 
but it needs to be validated and tested in practice. Because of the iterative nature of this 
research, a Design Science Research approach will be used. We envelope our project 
guided by a pilot study which found that decision support and machine learning are the 
AI capabilities receiving the greatest attention, with Management and the Human Re-
sources (HR) / Talent department showing the most interest in leveraging AI. Further, 
an initial analysis of the available AI incident databases indicates that the acquisition 
(hiring) and termination (firing) steps of the HR process are prone to ethical failures, 
many related to AI decision support and machine learning. For instance, racial filtering 
of candidates via facial recognition or biased recruitment algorithms have become is-
sues for many companies, as have automated performance assessments of staff by AI. 
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This research will therefore focus on organizations developing AISS for these parts of 
their HR processes.  

To drive the dynamic nature of the e-ERM, the feasibility of three approaches to 
continuous monitoring and sensing will be tested. The first is a manually triggered 
model to link the latest AI incidents to AI Ethical Principles and to store these in the 
RRD. The second is applying AI machine learning to the publicly available information 
on incidents to regularly enrich the RRD. Finally, the use of a Generative Adversarial 
Networks (GAN) approach to actively track the ethical risk profile of the AISS as com-
pared to the emerging best practices in the RRD will be evaluated. We propose the 
following stages for our future research directions: 
• Problem Space/Diagnosis Stage: We have completed the first iteration of the DSR 

process through the creation of the e-ERM framework artifact. We will validate the 
various parts of the model, its relevance, and potential usefulness using expert inter-
views and focus groups of subject matter experts. We will use the results of the focus 
group to refine the model.  

• Solution Space/Design Stage: We will then move to the solution space and enter the 
design stage via the following paths: (1) conduct interviews with around 20 IT Lead-
ers to analyze successful strategies to link an organization’s AI Ethical Principles to 
risk mitigating practices; (2) in order to incorporate the end user and indirect stake-
holder’s perspective, analyze the various existing AI incident databases to establish 
a relationship between incidents and the relevant AI Ethical Principles and the related 
risk impacts; and (3) iterate the artifact design with the subject matter experts. Eval-
uating the dynamic monitoring approaches and their design will also be completed. 

• Pilot Intervention/Implementation Stage: The implementation/pilot stage will in-
clude deploying the elements of the e-ERM framework and validating its benefits for 
the risk management. This will be done in 2-3 organizations currently implementing 
AISS Applications for their HR processes, and will include risk managers, HR pro-
fessionals, as well as the designers and developers of the AISS. As we have access 
to organizations in both the USA and India, we have an opportunity to study cultural 
differences that might impact the design and implementation of AISS across multiple 
cultures for HR. 

5 Contributions and Limitations 

This research adds to the current discussion on nascent ERM frameworks for complex, 
cognitive AI solutions using the acquisition and termination steps of the HR process as 
a basis. Unique contributions relate to the use of AI capabilities (machine learning and 
GANs) to support a dynamic e-ERM framework and its underlying RRD. The contin-
uous monitoring and sensing of the changes within the AISS and its direct and indirect 
environments, as well as tracking AI incidents to trigger risk reviews is another contri-
bution. The use of an RRD to link AI incidents to AI Ethical Principles and thereby 
provide risk-based, agile improvements to the AISS is a further contribution. We will 
support an ability to continuously analyze the AI incident databases to understand the 
causes of the incidents. We can then link these incidents to emerging best practices 
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elicited from successful organizations, allowing for effective continuous improvement 
of the AISS and proactively addressing potential ethical risks. Further contributions 
include the synthesis of the work by NIST, ISO, and others and defining the AI princi-
ples supporting responsible, pro-ethical AISS. Our envelopment approach supports an 
important set of HR applications for study.  

In terms of limitations, as this is early work, there is much that still needs to be tested 
and validated. Also, future research will investigate an approach for the inclusion of 
input from those indirectly impacted by the e-ERM and the resulting AISS. 
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